
1Palabra Clave - ISSN: 0122-8285 - eISSN: 2027-534X - Vol. 24 No. 3. e2437

From Data Journalism to Artificial 
Intelligence: Challenges Faced by La 
Nación in Implementing Computer 
Vision in News Reporting*

Mathias Felipe de Lima Santos1

Ramón Salaverría2

Recibido: 09/10/2020		  Enviado a pares: 13/01/2021
Aprobado por pares: 11/08/2021		  Aceptado: 09/09/2021

DOI: 10.5294/pacla.2021.24.3.7

To reference this article / para citar este artículo / para citar este artigo
de-Lima-Santos, M-F., & Salaverría, R. (2021). From Data Journalism to Artificial 
Intelligence: Challenges Faced by La Nación in Implementing Computer Vision in News 
Reporting. Palabra Clave, 24(3), e2437. DOI: https://doi.org/10.5294/pacla.2021.24.3.7

Abstract
Journalism is at a radical point of change that requires organizations to come 
up with new ideas and formats for news reporting. Additionally, the notable 
surge of data, sensors and technological advances in the mobile segment has 
brought immeasurable benefits to many fields of journalistic practice (data 
journalism in particular). Given the relative novelty and complexity of im-
plementing artificial intelligence (AI) in journalism, few areas have man-
aged to deploy tailored AI solutions in the media industry. In this study, 
through a mixed-method approach that combines both participant obser-
vations and interviews, we explain the hurdles and obstacles to deploying
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computer vision news projects, a subset of AI, in a leading Latin American 
news organization, the Argentine newspaper La Nación. Our results high-
light four broad difficulties in implementing computer vision projects that 
involve satellite imagery: a lack of high-resolution imagery, the unavail-
ability of technological infrastructure, the absence of qualified personnel 
to develop such codes, and a lengthy and costly implementation process 
that requires significant investment. This article concludes with a discus-
sion of the centrality of AI solutions in the hands of big tech corporations. 

Keywords (Source: Unesco Thesaurus)
Computer vision; artificial intelligence; machine learning; data journalism; 
La Nación; technology; journalism; computer science; advanced technology.
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Del periodismo de datos a la inteligencia 
artificial: desafíos que enfrenta La 
Nación en la implementación de la visión 
artificial para la producción de noticias*
Resumen
El periodismo se encuentra en un punto de cambio radical que exige a las 
organizaciones desarrollar nuevas ideas y nuevos formatos para la presenta-
ción de noticias. Además, el aumento de los datos, los sensores y los avan-
ces tecnológicos, especialmente en el segmento móvil, han traído beneficios 
inconmensurables a muchos campos de la práctica periodística, en particu-
lar al periodismo de datos. Dada la relativa novedad y complejidad de la im-
plementación de la inteligencia artificial (IA) en el periodismo, pocas áreas 
han logrado implementar hasta ahora soluciones de IA personalizadas en 
la industria de los medios. En este estudio, a través de un enfoque de mé-
todo mixto que combina la observación participante y la entrevista, se ex-
plican los obstáculos y dificultades de implementar proyectos de noticias 
mediante la visión artificial, un subconjunto de la IA, en una organización 
de noticias líder en América Latina como el diario argentino La Nación. 
Los resultados destacan cuatro grandes dificultades para implementar la 
IA, más específicamente los proyectos de visión artificial que involucran el 
uso de imágenes satelitales: la falta de imágenes de alta resolución, la falta 
de disponibilidad de infraestructura tecnológica, la ausencia de personal 
cualificado para desarrollar dichos códigos y un proceso de implementa-
ción prolongado y costoso que requiere de una inversión significativa. El 
artículo concluye con una discusión sobre la centralidad de las soluciones 
de IA en manos de las grandes corporaciones tecnológicas.

Palabras clave (Fuente: Unesco Thesaurus)
Visión artificial; inteligencia artificial; aprendizaje automático; periodis-
mo de datos; La Nación; tecnología; periodismo; ciencias de la computa-
ción; tecnología avanzada.
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Do jornalismo de dados à inteligência 
artificial: desafios enfrentados
pelo La Nación na implementação
da visão computacional para a 
produção de notícias*
Resumo
O jornalismo está em um ponto radical de mudança que exige que as or-
ganizações abracem novas ideias e novos formatos para a apresentação de 
notícias. Além disso, o aumento de dados, sensores e avanços em tecnolo-
gia, em particular no segmento móvel, trouxe benefícios imensuráveis para 
a prática jornalística e, principalmente, para o jornalismo de dados. Dado o 
seu carácter inovador e a complexidade de implementar a inteligência ar-
tificial (IA) em jornalismo, poucas áreas conseguiram implantar soluções 
de IA personalizadas na indústria de mídia. Neste estudo, a partir de uma 
abordagem mista, combinando observação participante e entrevistas, ex-
plicamos os obstáculos e os desafios para implementar projetos noticiosos 
por meio da visão computacional, um subconjunto da IA, em uma orga-
nização de notícias líder na América Latina, o jornal La Nación (Argenti-
na). Os resultados mostram quatro amplas dificuldades para implementar a 
IA, especialmente projetos de visão computacional que envolvem imagens 
de satélite: a falta de imagens de alta resolução, a indisponibilidade de in-
fraestrutura tecnológica, a ausência de pessoal qualificado para desenvolver 
tais códigos e um longo e caro processo de implementação que requer um 
investimento significativo. O artigo conclui com uma discussão sobre a cen-
tralidade das soluções de IA nas mãos de grandes corporações de tecnologia.

Palavras-Chave (Fonte: Unesco Thesaurus)
Visão computacional; inteligência artificial; aprendizado de máquina; jor-
nalismo de dados; La Nación; tecnologia; jornalismo; ciência da com-
putação; tecnologia avançada.
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Introduction
The pervasive nature of information and communications technology 
(ICT) in the news and the datafication of society have expanded opportu-
nities to use new formats to produce content (Knight, 2015; Lewis & Ush-
er, 2013). Through improved access to data and metadata, journalists have 
found a logical step: adapting the field to the emergence of a new journal-
istic sub-field, commonly referred to as data journalism. In this way, the 
practice can assist political watchdog reporting (Carson & Farhall, 2018). 
Data can be processed to derive valuable and meaningful information that 
assists in analyzing and reporting issues that impact the public. In the be-
ginning, data journalism was very Western-centric since it engaged most-
ly elite news outlets from countries in the Northern Hemisphere, such as 
the United States, the United Kingdom, the Nordic countries, and Ger-
many (Anderson, 2019; Appelgren & Nygren, 2014; Borges-Rey, 2016; 
Coddington, 2015; De Maeyer et al., 2015; Felle, 2016; Fink & Anderson, 
2015; Karlsen & Stavelin, 2014; Lewis & Westlund, 2015; Stalph, 2018). 
In recent years, scholars have become more interested in data journalism, 
which has stimulated a large body of literature on the evolution of data re-
porting in the Global South (Mutsvairo et al., 2019). 

In the mythos of data journalism, practitioners were empowered by 
the superior computational prowess of the 21st century since it allowed them 
to move beyond the age of big data to the era of artificial intelligence (AI), 
when principles of computing and data science became ever more perva-
sive in journalism (Borges-Rey, 2021). 

In reality, few cases outside the Western world have achieved success 
and recognition in both the journalistic and academic communities; one 
such case is the Argentine newspaper La Nación (Mazotte, 2017; Palomo 
et al., 2019). Despite a lack of publicly available statistical data affecting 
most countries in the Global South, specifically Latin America (Salaverría, 
2016, p. XVI), La Nación has been able to innovate and engage its audience 
through news production. The effective participation of the audience in the 
news process has ensured a gold standard for the outlet’s data journalism 
department, which has led the team to gain internal and external recogni-
tion (Palomo et al., 2019). 
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Founded in 2011, the team responsible for data journalism projects, 
La Nación Data (LN Data), has also experimented with open data, civic 
and public journalism (Lambeth, 1998), and automated journalism (Carl-
son, 2016) to enhance readers’ experiences and create more value for the 
audience. Journalism is at a radical point of change (Franklin, 2014; Picard, 
2014): it requires organizations to develop new ideas and formats for news 
reporting. To envision the future of the profession, LN Data has continu-
ously searched for novel ideas to engage with and present information to 
its audience. Despite being recognized for its forward-thinking data skills, 
La Nación is still restricted by the fact of being a legacy media organization 
located in a country continuously shaken by economic and political crises. 
As with many other Latin American media outlets, resources are scarce, and 
innovation is gradual (Salaverría & de-Lima-Santos, 2021). It is also worth 
noting that incremental innovation tends to prevail in more mature tech-
nological markets, resulting in improved processes and products instead of 
radical change (Eisenman, 2013; Verganti, 2006).

To attempt to burst this bubble of incremental innovation in news-
rooms (Paulussen, 2016), LN Data has analyzed ways to use AI techniques in 
journalism production. AI uses algorithms to enable machines to learn from 
experiences, adjust to new inputs, and perform human-like tasks. Amongst 
the several fields in which AI is utilized, computer vision (CV) focuses on 
image processing. Contrary to what the name suggests, CV models cannot 
see the content of an image like a human eye can (Marr, 2010). Instead, 
they use mathematical algorithms to deduce what content is being shown 
(Szeliski, 2011). By using a computer to classify and organize a plethora of 
images and videos quickly, CV can accelerate the editing process and “en-
able journalists to source evidence for investigative pieces” (Marconi et al., 
2017, p. 14). With this idea in mind, LN Data designed a CV-based project 
to map solar farms in full expansion in Argentina that are in line with the 
Paris agreement to reduce their carbon footprints and adopt 100-percent 
renewable energy to limit the increase of the global average temperature to 
below 2 °C (Masson-Delmotte et al., 2018). 

Drawing upon literature on management, journalism, and computer sci-
ence theories, we explore the hurdles inherent in executing a CV project 
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that is rapidly evolving in the machine-learning space. In comparison to 
other applications of AI in journalism, this area is still largely unexplored 
since much of the literature concerns the impact of automated journalism 
on news reporting (Salaverría & de-Lima-Santos, 2020), which often in-
volves a model that fills in the blanks of pre-written template stories with 
no machine-learning model behind it (Biswal & Gouda, 2020). 

To understand this phenomenon, we relied on an experiment con-
ducted by La Nación between January and March 2020. The potential of 
qualitative research methods to effectively draw out insights depends on 
the researcher’s privileges inside the studied organization. During an eth-
nographic study, participant observation allows the researcher to meet with 
and speak to all levels of employees. Thus, we conducted a participant ob-
servation for this study; the first author was able to work alongside La Na-
ción’s data team at its office in Buenos Aires, Argentina. 

The observation data was then triangulated with the ancillary data 
from interviews, which validated the collected data and allowed us to check 
for discrepancies in reporting (O’Donoghue, 2003). Therefore, this study 
followed a multi-method approach since it combined both participant ob-
servation and interviews. We conducted this ethnographic study that ex-
plores the challenges La Nación’s data department faces to introduce new 
technological skills to their production of data stories. In the end, our ulti-
mate goal was to answer the following research question: What challenges 
does LN Data face in adopting CV, a form of AI, for journalistic purposes?

The contributions of this article are twofold. First, this study propos-
es a practical reflection based on the application of CV to journalism, which 
contributes not only to the academic understanding of the field but also of-
fers insights into practice that can help journalists advance their abilities. Sec-
ond, this article adds to the scholarly work of journalism by shedding light 
on the emerging challenges and threats to deploying cutting-edge technolog-
ical projects and focusing on groups in the Global South, such as La Nación. 

Finally, this work underlines the possible challenges news organiza-
tions face when deploying AI projects in their newsrooms while present-
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ing the practical phases of implementing satellite imagery, CV, or imagery 
analysis projects in journalism.

Literature review

Transformation: Bringing dynamic capabilities and new 
corporate strategies
Digital technologies have catalyzed significant shifts and market disruption 
in the media industry (Oliver, 2018; Teece, 2010). In this time of complex 
change, most media companies fail to profit from digital products, result-
ing in a high level of risk and uncertainty involving the reconfiguration of 
resources and capabilities (Paulussen, 2016). 

To achieve their goals, media organizations must adapt their strat-
egies to this massive technological shift and rely on a series of process-
es involving technology in news production. The diffusion of innovations 
plays a vital role in achieving sustained development, which is only possi-
ble through a successful process of transformation that requires new ca-
pabilities due to the largely unknown technologies that have emerged in 
the scene. Thus, organizations must possess an integrated perspective for 
managing innovation and change, which are two emergent components of 
strategic management (Gade, 2004; Oliver, 2018; Porcu, 2020). The man-
agement of innovation processes in the industry serves to trigger and de-
ploy a new set of tools to facilitate the different stages of this evolutionary 
process (Tidd & Bessant, 2009).

In journalism, this process is usually conservative and slow (Kueng, 
2017; Lischka, 2019) due to the “yes, but” syndrome (YBS), which limits 
new digital strategies because of economic challenges and other excuses 
such as a lack of resources and staff, economic viability, or the risk of fail-
ure (Paulussen, 2016). However, innovation is not a temporary action but 
a long-term strategy. It also involves offering new ways of engaging estab-
lished and mature audiences beyond the technological determinism that 
characterizes the discourse about information and communication technol-
ogy (ICT) (Verganti, 2006). In this matter, journalism has been extended 
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to include new ways of reporting and narrating stories, such as blogging, 
citizen journalism, virtual and augmented realities, data, and collaboration, 
and bring profitability to digital business models. Furthermore, a new rev-
olution is upon us and promises to bring other technologies for news re-
porting, such as open data, automation, and AI. Yet, the adoption of these 
strategies currently remains restricted mainly to media conglomerates that 
have more financial resources.

On the other hand, data journalism is perceived as a commercial 
opportunity to innovate and “create a distinctive online offering” (Ush-
er, 2016, p. 142) that, in the past, was considered a complicated endeav-
or that required extensive time, knowledge, and skills. Data journalism 
has evolved and expanded due to today’s wealth of information (Loosen, 
2021; Loosen et al., 2020) and the evolving infrastructure of technologi-
cal tools (de-Lima-Santos et al., 2020). These developments have attracted 
significant attention not just across the journalism industry but also with-
in scholarship. There is a strong interest, particularly in the Global South, 
to better understand the challenges and possibilities of data journalism’s 
development in different social and developmental contexts (Mutsvairo, 
2019; Mutsvairo et al., 2019). 

Data journalism: Challenges and opportunities 
in the Global South
Until recently, little was known about the development of data journalism 
beyond Western societies; much of the academic literature and practical 
cases were concentrated in early-adopter nations such as the US, the UK, 
and the Nordic countries (Anderson, 2019; Appelgren & Nygren, 2014; 
Borges-Rey, 2016; Felle, 2016; Fink & Anderson, 2015; Karlsen & Stavelin, 
2014; Lewis & Westlund, 2015; Stalph, 2018). Over the years, the practice 
has noticeably expanded and evolved from a niche to a mainstream audi-
ence because of the rapid advances in technological development and the 
increasing availability of data (Loosen, 2021; Loosen et al., 2020). How-
ever, major concerns relate to challenges in data journalism since this prac-
tice requires reporters to possess novel skill sets to adopt it in newsrooms 
in the Global South.
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The origin of data journalism is rooted in computer-assisted report-
ing (CAR), which dates back to 1973 and is based on the work of Philip 
Meyer (2002). By combining surveys, content analyses, and statistics, Mey-
er validated journalists’ questions and embraced a new form of journalistic 
reporting (McGregor, 2013). This required a new level of literacy, writing 
skills and numeracy, knowledge of technology, and an analytical mindset, 
which might explain the dominance of the US, the UK, and the Nordic 
countries in data journalism. These nations have historically emphasized 
transparency, access to information, and digitalization to ensure open ac-
cess to their governments and freedom of the press (Appelgren & Salaver-
ría, 2018; Berliner, 2014).

In contrast, the Global South has focused on immediate and local 
changes such as reducing illiteracy and alleviating poverty. This develop-
ing section faces different challenges in increasing their efficiency and using 
working models such as those already commonly used in Western democ-
racies (Mutsvairo et al., 2019). Nevertheless, the region is plural and di-
verse and features different levels of development, behavioral patterns, and 
attitudes (Milan & Treré, 2019). Recently, scholars have paid more atten-
tion to better understand this phenomenon with the particular nuances of 
each scenario.

In Asia, concerns revolve around the external and internal struggles 
that have challenged the evolution of the practice, such as “non-existent, 
inaccessible or unreliable data” (Kashyap et al., 2020, p. 128), as well as a 
lack of standardized governmental procedures and data literacy. Addition-
ally, journalists face a growing risk when reporting on governments’ social 
and economic policies or questioning the reliability of sources and data ob-
tained through the government due to potential censorship in the region 
( Jamil, 2019). China, for example, also suffered from an initial lack of mo-
tivation that delayed the expansion of this practice (Zhang & Feng, 2019).

To overcome these problems and tackle structural impediments, Af-
rican data journalists have joined forces with civic technologists to form a 
community to address the lack of skills and complementary ambitions to 
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create a participatory culture and “therefore more directly engage in those 
practices where data journalism is lacking” (Cheruiyot et al., 2019, p. 12). 
The realities of Latin American cities are not very different since a lack of 
open data culture (which lasted until the 2010s) and the scarcity of an “in-
vestigative reporting culture” overlapped with “high levels of crime and cor-
ruption” (Palomo et al., 2019, p. 1273). In Brazil, the digital news outlet 
from favelas found in citizen participation a way to help these marginalized 
communities produce their data to fill in the gaps of official data (de-Lima-
Santos & Mesquita, 2021b).

Despite these limitations, the Argentine La Nación has been able to 
uncover meaningful data stories. The legacy news outlet was founded in 
1870 and became an example of success in data storytelling. Their dedicat-
ed team, LN Data, has received significant recognition based on their ef-
forts to overcome a lack of data and resources to tell stories. One example 
of their efforts is the civic hackathon during which LN Data asked for vol-
unteers from the public to help analyze 4,800 verified public documents 
related to senate expenses between 2010 and 2012 (Palomo et al., 2019). 
Thus, LN Data bridged the gap between the public and journalism; the out-
let automatically became more invested in what was covered thanks to the 
community’s involvement in the storytelling process, which somehow at-
tenuated the lack of staff and resources. 

LN Data constantly innovates to ensure that its offerings are inclu-
sive and sufficiently broad to support journalistic production. In this sense, 
the team develops multiple alternative solutions based on an understand-
ing of the critical requirements of the team and the newsroom, including 
designing scripts and algorithms to automate tasks and solve computa-
tional problems and deploying in-house solutions to support the work of 
data and infographic teams. This aligns with findings from studies suggest-
ing many experience a degree of frustration with generic third-party solu-
tions (de-Lima-Santos et al., 2020) since they “were not compatible with 
the software infrastructure of their news outlets or were not for certain 
projects they pursued” (Borges-Rey, 2016, p. 840). In the next few years, 
investments will become essential to ensure that media companies can ful-
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ly deploy technologies and innovations in newsrooms. Thus, data journal-
ism has been pivotal in this transformation towards utilizing AI strategies 
in newsrooms, as discussed in the following section.

Artificial intelligence: A booming industry to be fully explored 
by journalism
The first use of the term “artificial intelligence” dates back to 1955, when 
John McCarthy, a professor at Stanford University, described the science 
and engineering of making intelligent machines (McCarthy, 1998). Since 
then, the term has spread widely, and no universal definition of AI currently 
exists. Instead, different definitions have been provided by experts and schol-
ars who have tried to refine them over the years. AI can be simply described 
as the process of automation of cognitive tasks (Chan-Olmsted, 2019) or, 
in other words, as an area of knowledge that is “devoted to creating com-
puting machines and systems that perform operations analogous to human 
learning and decision-making” (Castro & New, 2016, p. 2).

Numerous studies on AI have been part of computer science for de-
cades, but AI has not been implemented effectively in other areas since it 
remains beyond the reach of technology (Aronson, 2018; Castro & New, 
2016; Ortiz Freuler & Iglesias, 2018). This has changed recently due to 
countless developments relating to data, sensors, and technology, includ-
ing the surge of the smartphone segment, which allowed data to be collated 
and stored in massive databases and moved across multiple devices using 
the Internet (Lewis, 2015). The ubiquity of computing has become appar-
ent and brought immeasurable benefits to every field of study, especially 
science. However, according to some authors, AI is a disputed concept that 
has not yet been fully displayed in journalism; at best, what currently exists 
is simple automation that fills in the blanks of template stories (Biswal & 
Gouda, 2020). In Latin America, a recent study has shown an increase in 
the number of organizations embracing AI in their newsrooms, albeit to a 
limited extent, but many of these organizations come from countries with 
public AI strategies (Cook et al., 2021). 

Given the relative novelty and complexity of the subject matter, few 
organizations have managed to deploy tailored solutions for their business 
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needs. Big tech companies such as Facebook, Amazon, Apple, Netflix, and 
Google leverage their control over AI by actively acquiring unknown com-
panies developing AI solutions to concentrate more power (Linden, 2017a, 
2017b). AI is beginning to pave its way into a diverse range of projects in 
the media industry, from services to products, including, for example, ad-
vanced AI software that automates fact-checking by analyzing vast amounts 
of data. For this, “new alliances inside newsrooms and with academia and 
technology are being forged” in Latin America (Cook et al., 2021, p. 30).

Automated processes have influenced the production, distribution, 
and curation of content. Thus, automation is one of the areas in which AI 
has become increasingly popular. In journalism, its proponents argue that 
automated journalism could free journalists of mundane, repetitive, and 
boring chores and allow them to focus on investigative journalism or oth-
er valuable tasks (Wu et al., 2019). Latin American news organizations lack 
hiring resources to invest in professionals specialized in the field, requiring 
greater reliance on third-party solutions, usually cheaper than those devel-
oped inside the newsrooms. However, these tools operate better in English 
than Portuguese or Spanish (Cook et al., 2021).

Nonetheless, AI is not limited to textual content. Recently, research-
ers have found promising areas that can be empowered by AI. For exam-
ple, Diakopoulos (2015) presented challenges and opportunities related 
to utilizing automated journalism in newsrooms, while Graefe (2016) in-
troduced the audience’s perspective on automated texts. Linden (2017b) 
studied the media’s response to automated content in the US and five oth-
er European countries. Chan-Olmsted (2019) took this further by demon-
strating how AI can potentially disrupt the existing traditional workflow of 
a media company (on the supply side) and the audience (the demand side). 
In her review, she mentioned eight main functional areas that can adopt 
AI solutions in the media industry: content recommendations and discov-
ery, audience engagement, augmented experiences, message optimization, 
content management, content creation, audience insights, and operation-
al automation (Chan-Olmsted, 2019). In Latin America, AI can mainly be 
found in four fields: subscriptions, content recommendation, automated 
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content production, and automated data processing. These areas rely on 
textual data to feed AI algorithms (Cook et al., 2021).

Chan-Olmsted’s (2019) findings demonstrate that AI will undoubt-
edly have a fundamental impact on global labor. For economic reasons, 
numerous activities will be carried out by intelligent software, which will 
increase the number of stories that the media can produce at a minimal 
cost with speed, accuracy, and scale (van Dalen, 2012). In 2020, the beta 
release of GPT-3, an evolved machine-learning model that generates text, 
took place. This new language-generation model can perform a great range 
of tasks such as summarization, article generation, and translation, making 
the future of AI more promising. Recent tests conducted with GPT-3 re-
vealed that it could also complete many other tasks such as unscrambling 
words and writing poetry and other creative pieces. One can understand 
what GPT-3 does through text generation. When someone spends time 
with a close group of friends who have their own mannerisms and pre-
ferred topics of conversation, for instance, text generation might help that 
person predict what their friends will say next. GPT-3 focuses on making 
predictions (Gage, 2020). 

These advances in AI-related technologies have the potential to dis-
rupt the nature of human-machine interactions significantly. However, a 
clear understanding of the near- and long-term opportunities and risks 
of AI is still missing. AI-enforcement mechanisms are essential for ensur-
ing that AI systems adhere to legal and ethical guidelines without explicit-
ly considering the power structures between various stakeholders. For this 
reason, it is crucial to understand the different domains and sub-sets of AI.

Computer vision, a branch of artificial intelligence
AI uses algorithms —a step-by-step procedure for solving problems— to 
enable machines to learn from experiences, adjust to new inputs, and per-
form human-like tasks. Until recently, AI only worked at a limited capacity 
since computer scientists had to program a wide array of functions into a 
system to mimic human intelligence. In recent years, this AI capability has 
appeared due to better hardware, more data, better algorithms, and more 
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abundant storage as a result of the development of machine learning (ML) 
(Aronson, 2018; Castro & New, 2016; Hassaballah & Awad, 2020; Whit-
taker, 2019). “Machine learning is a powerful tool that allows humans to 
see things they otherwise could not when datasets get above a certain size” 
(Marconi, 2020); consequently, ML is a subset of AI that performs a task 
through a system without explicit instructions or with minimal assistance 
from programmers. 

The development of ML is highly related to deep learning. In deep 
learning, algorithms use statistical techniques to solve problems through 
models based on large and complex datasets with little human interven-
tion. In other words, deep learning replicates the human brain’s learning ca-
pabilities and is inspired by the structure and function of neural networks 
(Chan-Olmsted, 2019; Hassaballah & Awad, 2020). These networks sim-
ulate “large, multilayered webs of virtual neurons, which enable a comput-
er to learn to recognize abstract patterns” (Castro & New, 2016, p. 3). 

Depending on the human-activity level, deep learning can be classified 
as supervised, semi-supervised, or unsupervised (Castro & New, 2016; Mar-
coni, 2020). Supervised learning involves a machine-learning task trained 
to associate an object with the desired output. Therefore, supervised learning- 
based techniques require a large amount of human-annotated training data 
to learn an adequate model, and it is common in problems that involve im-
age classification, image captioning, instance segmentation, visual question 
answering, and other tasks. 

In contrast, unsupervised ML is free to deliver relationships between 
input and output without a target result. Usually, this task is performed by 
comparing similarities and deviations between the information found in a 
dataset (Marconi, 2020). Semi-supervised learning algorithms represent 
a middle ground between supervised and unsupervised methods. Semi-
supervised learning labels a small amount of data while leaving another 
large part unlabeled during training. By falling between these two domains, 
semi-supervised learning requires less human interaction than unsupervised 
ML (Aronson, 2018; Marconi, 2020). 
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CV is a sub-set of ML, but it can also be considered a direct sub-set of 
AI (Aronson, 2018; Marr, 2010; Szeliski, 2011). CV analyzes digital image-
processing through mathematical algorithms to deduce what content is be-
ing displayed (Szeliski, 2011). Additionally, CV is a multidisciplinary field 
that could be broadly called a sub-field of ML since it may involve special-
ized methods and learning algorithms. In journalism, CV can accelerate the 
editing process and enable journalists to source evidence for investigative 
pieces. So far, scholars have paid little attention to CV and its implications 
for journalism (Chan-Olmsted, 2019).

Method
To answer the research question (RQ), we relied on a qualitative research 
strategy using a multi-method design that utilized participant observation 
and in-depth interviews. Thus, this research aims to provide a more holis-
tic and nuanced view of the challenges that newsrooms face in adopting 
AI, especially CV. 

The newsroom observation consisted of about three months of field-
work in Q1 2020 before the pandemic hit Latin America when the first au-
thor was on a secondment in the organization. On average, the first author 
spent 40 hours per week with the team. The observation included quali-
tative notes that the first author recorded during or after each day in the 
newsroom. Additionally, the first author took part in meetings that usu-
ally lasted 60 minutes. During these meetings and the period spent in the 
host institution, several internal and external individuals and organizations 
were mobilized around these themes, which allowed the first author to en-
gage in further interactions with them. These stakeholders in the meetings 
offered other perspectives on environmental and technological issues that 
were useful for deploying this new project.

There are many ethnographic contexts in which the ethnographer’s ac-
tive participation is advantageous, if not essential, to the collection of qual-
ity data ( Johnson et al., 2006, p. 111); for this research, this was the case. 
Since this research involved an innovative project for the data team, having 
an active role in a given ethnographic setting helped the researcher to better
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understand the challenges and threats related to implementing cutting-
edge technological projects in a legacy newsroom.

The obtained data were analyzed using the method proposed by Em-
erson et al. (2011), which consists of a three-step process. First, the first 
author closely and systematically examined the field notes to find patterns. 
Second, the authors conducted qualitative analytic coding in two phases: 
open coding that allowed the ethnographer to read the fieldnotes line-by-line 
and formulate all the themes and ideas in them and, afterward, focused cod-
ing that subjected the notes to a fine-grained analysis that used a smaller set 
of ideas and categories based on those themes. In the last phase, we wrote 
our findings as “tales” (Richardson, 1990). Unlike quantitative researchers 
who express their findings in tables and charts, qualitative researchers must 
depend upon words. The decision to report the findings as tales invigorated 
the world studied in all its complexities for the reader and incorporated the 
themes in a series of steps that “move progressively toward creating a the-
matic narrative that is fieldnote-centered” (Emerson et al., 2011, p. 202). 
This format has proved helpful in conveying information about observa-
tion data clearly and effectively (Lewis-Beck et al., 2004).

To conclude, observation data was then triangulated with ancillary 
data from the in-depth interviews. By listening to interviewees’ recounts 
and making notes of the important events in the narratives, we generated 
reliable insights into the phenomenon under investigation, which enabled 
us to go beyond our initial observations to supplement missing information 
(Becker & Geer, 1957; Bryman, 2012; Kawulich, 2005). The interviews var-
ied in length, but the typical interview lasted about 40–75 minutes. They 
were conducted to understand the scope of the project better. This meth-
od was valuable for understanding motivations and processes. The identi-
ties of the interviewees have been disclosed with their permission.

This work can be described as a hybrid ethnography (Usher, 2016). 
This method produces “a single, unified and complete description of the 
world” (Longino, 1999, p. 339 as cited in Charles, 2020) that stands alone 
and apart from others. It allows us to undergo a unique experience through 
the eyes of the key actors involved in the news production (Spradley, 2016). 
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Findings

Inspiration
It is essential to describe the preliminary work carried out before this idea 
was brought to the newsroom to explain why La Nación decided to exper-
iment with CV in news production. The LN Data team comprises profes-
sionals who come from a wide range of backgrounds: the team includes a 
journalist, a technologist, a lawyer, and a librarian. Angélica “Momi” Peral-
ta, a technologist, has been leading the team since its foundation. Her val-
ues reflect in the team’s multicultural mindset. Their diverse backgrounds 
are one of the most substantial reasons for delivering tremendous results. 
LN Data is always open to alliances and collaborations with other profes-
sionals. Once a year, they invite a student from Northwestern University 
to complete a three-month internship with them. Similarly, the team also 
hosts students and researchers from other universities. Recently, some re-
searchers found that this collaboration is also part of the company’s culture 
and takes advantage of co-creation or crowdsourcing to support its journal-
istic production (Palomo et al., 2019). 

A critical role in the team belongs to Florencia Coelho. She serves 
as the New Media Research and Training Manager and is responsible for 
finding new ideas and opportunities that suit the team’s goals. Her job also 
consists of following international trends and understanding what could 
be useful for their newsroom. With this in mind, she understood that the 
team needed to begin experimenting with more advanced levels of technol-
ogy application for news reporting, mainly from an AI perspective. Howev-
er, as she related in an interview, “AI seemed to be a very interesting topic, 
but I did not understand anything about it before I saw it for the first time” 
(Florencia Coelho, LN Data, January 2020). Therefore, in 2019, she be-
came a JSK Fellow at Stanford to fully devote her time learning about op-
portunities for applying AI to the news ecosystem. 

Meanwhile, LN Data was inspired to report about the climate emer-
gency after collaborating with Covering Climate Now from Columbia Jour-
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nalism Review and the #6Dnow, a project promoted by Avina Foundation. 
For these projects, the team has covered environmental world news such as 
the fires in Australia and the Amazon Forest and Greta Thunberg’s talks in 
international meetings (UN Summit, COP 25) while also trying to lever-
age local concerns about environmental issues such as glaciers melting in 
Patagonia and Antarctica (LN Data, 2020).

Driven by these climate change concerns, the renewable energy in-
dustry worldwide has experienced significant growth. In early 2016, during 
the mandate of former president Mauricio Macri, Argentina launched an 
ambitious program called RenovAr, which promised to take advantage of 
the country’s abundant clean energy resources by promoting private renew-
able energy generation via an auction. RenovAr, an acronym for Argenti-
na Renewable Energy Auctions, endeavored to increase renewable energy 
sources to 20 percent of the national energy matrix by 2025 (IFC, 2018).

The project ensures the country some points in the ratified Par-
is Agreement, the landmark accord signed in 2016 that brought together 
189 parties across the world to combat climate change. Based on the In-
ternational Renewable Energy Agency’s (IRENA) findings from multi-
ple studies, renewable energy has the potential to meet 90 percent of the 
Paris Agreement’s energy-related emission reduction goals (UNFCCC, 
2017). Argentina possesses vast natural resources for creating clean ener-
gy, especially wind and solar power, allowing the country to shift towards 
renewable energy.

The sector was supervised by the Ministerio de Energía y Minería (MI-
NEM [Ministry of Energy and Mining]), which was in charge of defining 
policies for the energy sector and overseeing their application. RenovAr was 
divided into several auction rounds, which set up the process to attract in-
ternational bidders and create a new market for private investment in re-
newable energy. By the end of 2016, Argentina had successfully conducted 
two auction rounds. Other rounds made this a successful project. Howev-
er, accepting a bid in an auction did not guarantee its delivery by a given 
date nor the possibility of project changes. 
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Coelho mentioned that she was inspired by other projects that have 
used satellite imagery for public service. One example is a machine-learning 
project that reads satellite images to help environmental regulators identi-
fy potentially hazardous agricultural facilities and animal farms (de Witte, 
2019). Another project that served as a model for LN’s AI project was “Lep-
rosy of the Land,” produced by the award-winning Ukrainian organization 
TEXTY. For this project, the TEXTY team detected illegal amber mining 
in northern Ukraine, an area of 70,000 km², through satellite images from 
Microsoft’s Bing (Merrill, 2019; Tymoshchuk et al., 2019).

Similarly, other newsrooms were also using satellite imagery to im-
prove their news reporting. At Reuters, the team used these images to track 
the expansion of man-made islands in the South China Sea (Wu et al., 
2018). Associated Press (AP) used satellite imagery to investigate sea ves-
sels in Southeast Asia. This story revealed abuses in the seafood industry 
and was recognized for its public service with a Pulitzer Prize in 2006 (Bon-
fanti & Bordignon, 2017). 

One of the greatest inspirations came from Stanford’s Deep Solar proj-
ect. The team that worked on this project used a deep learning model to de-
tect solar panels on satellite imagery (see Yu et al., 2018). Thus, LN Data 
decided to use a machine-learning-based predictive model to estimate so-
lar farm deployment in the country while simultaneously testing and apply-
ing new technologies to news production. Our findings will be described 
in the following sections. 

New technologies in journalism: A constant learning process
Using new technologies in journalism raises novel questions for the com-
munity regarding how it can best report issues, turn data into insights, and 
tell compelling stories that impact the audience. In the RenovAr project, a 
sub-set of AI and ML was necessary for developing the project. CV helped 
detect the location of solar farms and identify the status of projects to check 
whether farms were implemented within the given timeframe proposed by 
the government. 
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However, during the process, LN Data faced some issues while build-
ing the experiment to prototype AI-powered solutions using satellite im-
agery. Among the key challenges, “the team did not have the expertise to 
implement computer vision algorithms” (Florencia Coelho, LN Data, Jan-
uary 2020). Their first step was to look for other projects that adopted sim-
ilar approaches. A couple of studies addressed the use of satellite imagery 
to recognize solar panels, such as Google’s Sunroof project, OpenClimate-
Fix’s solar PV mapping, Stanford’s Deep Solar in the US, a Polish study from 
Poznań University of Economics and Business, and Sunroof India, created 
by a start-up. By analyzing these studies, the team understood that the task 
complexity increased due to the quality of satellite images in the develop-
ing world, including Argentina. A lack of a research unit in space such as 
NASA in the US, the European Space Agency (ESA), or INPE (National 
Institute for Space Research) in Brazil made it even more complicated to 
access high-quality imagery. This challenge imposed specific technical re-
quirements that need to be dealt with in developing such approaches.

Satellite imagery: A precious treasure, yet restricted to a 
minimal number of actors
The first challenge, which was identifiable at the local and national levels, 
involved understanding the required images to feed the algorithm and the 
desired level of precision. A CV algorithm seeks to understand and auto-
mate tasks that the human visual system can do, which is possible only by 
providing images visible to the human eye. This can be measured using spa-
tial resolution, which refers to the pixel size of a satellite image, the basic 
unit of programmable color on a computer image. 

Most satellite imagery options are costly; acquiring these was unre-
alistic for La Nación. Sentinel-2, which comprises twin satellites flying in 
the same orbit but phased at 180°, is part of the European Union’s Earth 
observation program coordinated and managed by the European Commis-
sion. Due to its free data available at a relatively high spatial resolution and 
high revisit time (5-day revisit time), Sentinel-2 had the highest potential 
for providing the imagery required to identify solar farms. These twin sat-
ellites are one of the few free-of-charge options with an open policy that al-
lows their use for this purpose. 
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Although the pixel size was of moderate scope compared to other op-
tions available on the market (which were not free), solar farms make a large 
footprint and recognizable pattern since they require a significant number 
of solar photovoltaics. Geostationary satellite imagery also comes in handy 
for large areas, mainly countries with large territorial extensions, such as Ar-
gentina, Brazil, and the US. Other solutions, like Planet, offer much better 
multispectral images with higher resolutions, but access to them is costly 
for a newsroom in the Global South. 

As mentioned previously, another important issue was update fre-
quency. A project under construction was mapped while the data was 
collected; thus, imagery from a satellite designed to provide a high revis-
it frequency was necessary. Although Google offers high-quality imagery 
through its API, as illustrated in Figure 1, it does not have a fixed schedule 
of updates, and image quality varies by area. The interviewees argued that 
most populated areas and highly developed countries tend to have a high up-
date frequency, while updates take place annually in other parts of the world. 

Figure 1. Solar farms in Nonogasta, La Rioja, Argentina 
(-29.328923, -67.423753). Source: Images captured from 

Google Maps, Sentinel-2, and Planet (PLANET, 2020; 
SENTINEL-2, 2020).

	 Google Maps	 Sentinel-2	 Planet

In this context, the team decided that Sentinel-2 was their best op-
tion because it is designed to provide a revisit frequency of five days at the 
Equator, similar to commercial services such as Planet but with better res-
olution. One must be careful with what they use to map satellite imagery. 
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The resolution, similarities, and uncertainties pose a risk to news report-
ing, as echoed in other studies (Marconi et al., 2017). 

The prerogative is limited to tech companies: Massive 
computing power and infrastructure
The goal was to explore the development of RenovAr in the whole country, 
which corresponds to an area of 2,780,000 km². It represents a tremendous 
territorial area since Argentina is the eighth-largest country in the world. 
As such, the computing power required to analyze the images downloaded 
from Sentinel-2 required advanced hardware and cloud computing resourc-
es, which LN Data did not have. The main benefit of using cloud comput-
ing is receiving access to computing power and infrastructure that would 
be difficult and expensive to establish individually; however, cloud com-
puting is still expensive and limited to big tech companies, much like AI 
(Chan-Olmsted, 2019).

To overcome these limitations, we suggested a partnership with a 
company that could offer these resources. After consecutive meetings with 
different organizations, the LN Data team partnered with a start-up spe-
cialized in satellite data applications that make various objects detectable 
through CV. The Argentine start-up, Dymaxion Labs, offered a cloud-based 
GeoML API for extracting Earth Observation insights and provided the 
infrastructure not found in the newsroom. It was a win-win situation for 
both: La Nación could use its resources to produce more knowledge of an 
area that the team did not have expertise in yet, and Dymaxion Labs could 
apply its software to a public service project. 

Using computer vision to map Argentine solar farms
First, we must provide some context. ML and CV are two fields that have 
become closely related to one another. However, they are not the same, as 
discussed before. For the story about the solar farms, a supervised learning 
algorithm was used. A supervised learning algorithm takes a known set of 
input data, known as the “learning set,” and forms a model to generate rea-
sonable predictions and respond to the new input data and uses it to ana-
lyze the whole dataset’s known responses to the data, which comprise the 
output (Aronson, 2018; Marconi, 2020; Marconi et al., 2017).
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In this case, MINEM provided a list of places where solar farms would 
be built. Based on this data, a list of places that already had solar farms was 
created, but the number of locations with solar farms constructed by De-
cember 2019 was not high enough to generate a training dataset. To solve 
this, the teams discovered geolocations in OpenStreetMap of Chile’s solar 
farms. By joining these two datasets, a final dataset was created. Both teams 
analyzed a sample of 100 geocoordinates used to train the dataset. These 
solar farms were checked manually and classified. Summarily, the steps of 
the algorithm were as follows:

1.	 Polygons were drawn around known solar farms based on the built 
dataset; 

2.	 Geo-located outlines of known solar farms were cropped from the sat-
ellite imagery from June 2019 to mid-January 2020 and combined to 
obtain the best captures. The teams used image segmentation tech-
niques to help in this process;

3.	 The images were cropped into chunks of 100x100 pixels with positive 
and negative examples of solar farms to train the algorithm, which used 
a convolutional neural network (CNN) to distinguish solar farms from 
any other negative patterns, such as agricultural and mountain areas, 
cities, and bare soil. In this way, the algorithm could distinguish pat-
terns such as borders and color combinations with greater precision;

4.	 Finally, the teams scored their model on imagery across the entire 
country, in partitions of 100x100 pixels. A total of seven million im-
ages were processed.

One of the “biggest challenges in mapping solar farms is the similari-
ty to farms” (Federico Bayle, CEO at Dymaxion Labs, February 2020). To 
solve this, the applied CNN, which comprised computing systems vague-
ly inspired by the biological neural networks in the human brain, consid-
ered the colors in the RGB (red, green, and blue) channels of the images; 
in this case, the infrared channel was considered since the distinction from 
crop fields was better. This channel has low reflectance values for solar pan-
els and high reflectance values for agricultural plots, which helps make the 
distinction, as illustrated in Figure 2. Therefore, an image-recognition sys-
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tem is only as accurate as the data used to train it, which is why high-reso-
lution satellite images were needed.

Figure 2. Solar farms in Nonogasta, La Rioja, Argentina 
(-29.328923, -67.423753). Source: Images captured from 

Google Maps and both versions of Sentinel-2: RGB and 
Infrared (SENTINEL-2, 2020).

	 Google Maps	 Sentinel-2 Color	 Sentinel-2 Infrared

In total, 10,999 images were used to train the model; 70 % had a neg-
ative class, which means that most were not solar farms. Only 1,222 imag-
es were used to evaluate the results (images that were not employed by the 
algorithm to learn the patterns). With the solution deployed by Dymaxion 
Labs on Google Cloud Platform (a suite of cloud computing services), the 
training process took 30 hours and involved activating 30 graphic processing 
nodes (GPUs). In numbers, the process unfolded in the following manner:

•	 The algorithm precision was close to 94 %;

•	 Seven million images were processed;

•	 2,780,400 square kilometers were analyzed;

•	 Thirty hours of model training took place.

Therefore, these results demonstrate technical knowledge that is par-
ticularly important in the AI industry. A lack of qualified personnel needed 
to program the complex systems and technical resources was a significant 
hurdle. This obstacle stemmed from the socio-educational problems ob-
served in deploying AI solutions in any industry that requires significant cap-
ital investments for staff training and development. In the end, the project 
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identified 20 of 24 solar farms included in the list provided by the govern-
ment. The algorithm also detected two solar farms that were private facilities. 

Four facilities were too small to be identified by the AI solution, 
which found one false positive. Since the quality of the images from Senti-
nel-2 were not high resolution for the human eye, the team combined them 
with the images provided by a Planet Labs limited educational account for 
research, which offered higher quality satellite images. Besides these lim-
itations, the algorithm was highly precise, reflecting the major challenges 
we faced while conducting this analysis. Due to the country’s size, running 
such an algorithm has proven relatively expensive for any organization. As 
explained by the start-up’s CEO, 

The major challenges for replicating this analysis revolve around 
two key points: the scale and the representativeness of the sam-
ple. Choosing an appropriate sample of data from the analyzed area 
guarantees representativeness. Also, higher resolution images would 
improve the results, allowing for the detection of smaller areas. (Fed-
erico Bayle, Dymaxion Labs, February 2020) 

“The idea is to replicate [the] algorithm yearly to identify further so-
lar farms and check if the projects that the government proposed meet the 
deadlines established” (Florencia Coelho, LN Data, March 2020). Howev-
er, this agreement was a “single undertaking,” meaning a single term. Next 
time, LN Data will need to establish a new partnership with this or anoth-
er company or develop its team’s skills since the team does not have “the 
skills or competencies to solve the problem in the newsrooms yet” (Momi 
Peralta, LN Data, March 2020).

Conclusion
In this study, we described the process of using CV, a sub-set of ML and 
AI, in news reporting. It is a largely unknown technology that has emerged 
in the scene, but journalists do not possess the required capabilities to use 
it in the newsroom (Biswal & Gouda, 2020). 

We could notice four great challenges when implementing AI, es-
pecially concerning projects involving satellite imagery and CV in news-
rooms. First, high-resolution imagery is highly expensive for any media 
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organization. Second, the unavailability of technological infrastructure in 
the newsroom to process such amounts of data created difficulties. Third, 
the absence of qualified personnel to develop such codes presented anoth-
er obstacle. Finally, the lengthy and costly implementation process required 
significant investment. For this solar farm project, we found great poten-
tial for applying CV to journalistic work, including gathering information, 
providing signals to assess the veracity of content, and evolving investiga-
tive journalism practices (Diakopoulos, 2020).

That being said, news organizations have yet to unlock AI (Cook et 
al., 2021). To integrate AI into the daily news routine, organizations need 
to adapt to this transformation (Gade, 2004; Oliver, 2018; Porcu, 2020), 
much like how La Nación did by collaborating with other actors who are 
more familiar with the matter. To innovate in the news industry, news-
rooms leaders must manage innovation processes to trigger and advance 
their teams’ creative capabilities (Tidd & Bessant, 2009), as LN Data did 
by experimenting with CV to improve their ability to develop data-driven 
skills and take their reporting to the next level. This expands the theory of 
AI in news production by providing a new perspective on studying CV ap-
plicability and limitations, mainly in Latin America. 

Within such a fluid environment, news media outlets are always 
seeking sustainable competitive advantages that might help them pros-
per in a time of uncertainty. News media organizations can use AI capaci-
ties to investigate stories that could not have been reported before due to 
a lack of information; for instance, news outlets could use satellite imag-
ery to report on deforestation in areas considered of critical importance 
for conservation that are inaccessible to humans or affected by forest fires. 
Additionally, technology can assist reporters in gathering data as part of 
the future for watchdog reporting, which has evolved since the emergence 
of data journalism. 

Of course, this kind of work has inherent limitations. While a key 
contribution of this study is the presentation of the process and hurdles 
that are part of systematically developing a news story using an AI system 
to detect objects in images, the focus of this project was also limited. This 
article has revealed some of the inputs and instructions LN Data’s solar 
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farm project relied on. The team’s partnership with other organizations in-
terested in La Nación’s work is critical to the development of this project. 
Without it, it would not have been realized. Innovation is not a temporary 
action but a long-term strategy that should be highly considered when de-
ploying AI projects (Paulussen, 2016).

Newsrooms are struggling to cope with the switch to digital media and 
stay competitive in a technological environment that is constantly chang-
ing. Historically, innovation in news media is incremental, not disruptive, 
and is composed of a series of products that provide new features, benefits, 
or improvements to existing technology (Oliver, 2018; Paulussen, 2016). 
One example is data journalism, which took many years to establish a sta-
tus quo in newsrooms around the globe (Lewis & Nashmi, 2019; Stalph & 
Borges-Rey, 2018). Recently, this practice has become popular in the Glob-
al South, despite the significant levels of disparity between countries ( Jamil, 
2019; Kashyap et al., 2020; Mutsvairo et al., 2019; Salaverría & de-Lima- 
Santos, 2021; Zhang & Feng, 2019). In a similar vein, Latin America faces 
many challenges related to deploying data-driven storytelling in newsrooms 
due to a lack of open data culture (Mazotte, 2017; Palomo et al., 2019; Sala-
verría, 2016). However, only a few Latin American news media organiza-
tions have managed to overcome this challenge with innovative solutions, 
such as La Nación (Argentina), Ojo Público (Peru), Postdata.club (Cuba), 
and Rutas del Conflicto (Colombia) (de-Lima-Santos & Mesquita, 2021a).

Our study has also highlighted how satellite imagery spatial resolu-
tions may potentially impact the accuracy of image-use classification. High- 
resolution satellite imagery is highly expensive and restricted to well-resourced 
news outlets. Additionally, it requires computing power and infrastructures, 
which are in the hands of big tech corporations; as such, the adoption of these 
technologies by Global South newsrooms represents a challenging task. 
For this reason, top high-resolution satellite imagery providers, including 
Airbus, Maxar, and Planet, should offer advanced satellite imagery data for 
newsrooms in the Global South and create collaborative projects with them.

Collaboration should be utilized whenever possible for purposeful ac-
tivities. Cook et al. (2021) pointed out that new alliances are being forged 
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to overcome these limitations in Latin America. Alliances with universities, 
civic organizations, and start-ups that have access to these technologies may 
be a possible solution to this issue. Currently, the symbiotic relationship be-
tween technology companies and media outlets is still limited to social me-
dia platforms (Rashidian et al. 2018); soon, this association could extend 
to accessing and delivering cutting-edge technology that is far too expen-
sive for the majority of media companies (Linden, 2017a, 2017b). Future 
researchers should address the role that big technology companies play in 
limiting or enabling innovation in newsrooms. 

As technology evolves, data journalism and AI will become intertwined 
and require skilled reporters in newsrooms. Therefore, newsrooms will need 
more information on the effective application of AI solutions to different ar-
eas of news media organizations, ranging from audience engagement to busi-
ness decisions and innovation perspectives. However, a “lack of journalists’ 
AI-related and digital journalism education and training” ( Jamil, 2020, p. 
16) is a problem present not only in Argentina but throughout the Global 
South and in many Western countries. The available scholarly literature offers 
very little insight into how training alone can solve the problem, even though 
there are countries where ICT development and the digital divide still rep-
resent significant issues. Future researchers could explore this phenomenon.

To conclude, it is crucial to understand how CV can be applied to 
other areas of the newsroom and whether it will become necessary to es-
tablish teams dedicated to developing AI and ML in news media organiza-
tions. To harness the utilities of AI, media companies must tackle various 
challenges. Thus, this study aimed to provide insight into the development 
of the competencies necessary for integrating CV into projects implement-
ed in newsrooms. To our knowledge, no prior study has investigated the 
use of CV in news production.
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